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ABSTRACT

In this keynote I give a subjective but systematic overview of the landscape of distributed event-based systems, with an emphasis on two areas I have worked on over the last decade: large-scale stream processing with Apache Kafka and associated tools, and real-time collaboration software in the style of Google Docs. While these may seem at first glance to be very different topics, there are also important points of overlap. This paper lays out a taxonomy of event-based systems that shows where their commonalities and differences lie. It also highlights some of the key trade-offs that arise in the implementation of event-based systems, drawing both from distributed systems theory and from experience of their practical deployment. Finally, the paper outlines a number of open research problems in this field.

CCS CONCEPTS

• Information systems → Data streams; • Software and its engineering → Publish-subscribe / event-based architectures; • Applied computing → Event-driven architectures; • Theory of computation → Distributed computing models.
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1 INTRODUCTION

The term event means many different things in different branches of computing. The goal of this paper is to illuminate, categorise, and differentiate some of the main families of event-based systems, with an emphasis on systems that are also distributed.

Section 2 presents a taxonomy that breaks down the field into categories based on simple technical criteria. Each category is illustrated with examples of practical systems that employ the approach, and it includes a discussion of the trade-offs: the pros and cons of choosing one category over another. My hope is that this taxonomy will provide a useful structure and vocabulary to researchers and practitioners working with event-based systems, allowing us to more easily communicate and reason about the fundamental design choices of such systems.

Next, in Section 3 I present a personal perspective on two particular families of event-based systems that I have worked on over the last decade: Apache Kafka and its stream processing ecosystem (which I worked on in 2012-2015 during my time as industrial software engineer at LinkedIn), and multi-user real-time collaboration software in the style of Google Docs (which has been the focus of my research since returning to academia in 2015). Reflecting on these systems in the context of the taxonomy of Section 2 helps further illuminate the characteristics of event-based software architecture.

Finally, Section 4 outlines some open problems that, I believe, deserve further attention from researchers.

2 A TAXONOMY OF EVENT-BASED SYSTEMS

The following taxonomy categorises the different uses of events based on the flowchart in Figure 1. Such a broad-brush taxonomy cannot necessarily capture all of the nuance of the field, and sometimes the boundaries between categories can be blurry. Nevertheless, I hope that it will be a useful tool for understanding event-based systems.

2.1 Notifications and persistence

At a high level, an event can be:

• a notification about the fact that something happened;
• a persistent record of the fact that something happened; or
• both.

With “notification” I mean that shortly after an event occurs, the system invokes application code that may act on the event. Examples of notification events occur in many applications. JavaScript code running in a web browser can register functions to be called when the user does something, such as clicking or typing a key on the keyboard: here the click or the key-press is the event [53].

Most other user interface frameworks have a similar system of dispatching user input events to callback functions or event handlers. Many operating systems offer asynchronous (non-blocking) I/O functionality, in which case a thread runs an event loop that
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Figure 1: A taxonomy of event-based systems.
processes notifications from the OS when requested I/O operations complete [48]. Discrete event simulations employ this type of event for simulated, rather than physical, occurrences [52]. Reactive and functional reactive programming (FRP) offer higher-level APIs, such as a dataflow programming model, for working with streams of events [6, 16]. In all of these examples, an event is something that exists only in-memory in a single process; it is ephemeral, not persistent, in the sense that it is not normally written to disk. Ephemeral events exist only for the lifetime of a process and are not preserved across restarts.

In contrast, persistent events do not necessarily have a notification element. For example, time-series databases are often used to record events that occurred over time, such as periodic readings from a sensor, price updates of a financial asset, and tracking the activity of a person or machine [44]. Another example is the fact table that appears in the star or snowflake schema of data warehouses and business analytics systems: every row in the fact table is typically a timestamped record of an event that happened, such as the purchase of a particular product by a particular customer [32]. In such systems, an event is a value that is recorded in a database for future analysis, but the receipt of the event does not necessarily trigger the immediate execution of any application code. The primary purpose of the events from the user’s point of view is to allow the retroactive querying and analysis of the event history, such as examining trends and generating reports showing the change of some metric over time.

Some systems combine these characteristics such that an event is both a persistent record of the fact that something happened, and also a notification (i.e. application code is called to handle the occurrence of an event). I will broadly group such systems under the term stream processing, and break them down into subcategories later.

Some databases provide facilities such as materialized view maintenance and continuous queries (queries whose results are automatically updated as the underlying data changes), which can also be regarded as a form of notification [15, 24]. Many programming models for distributed systems are based on sending and receiving messages, and the receipt of a message can also be seen as a notification event that triggers the execution of application code. For example, the actor model is a widely-used approach in which multiple actors or lightweight threads, potentially located on different machines, communicate by sending each other messages [65].

Persistence is a fuzzy concept in practice, because an event may pass through multiple systems, some of which may write it to disk and others may treat it as ephemeral (i.e. it might be lost if a node crashes or if the network is unreliable). For example, some actor frameworks and messaging middleware systems also include persistence mechanisms for actor state and/or messages [7]; however, in many message brokers, messages are stored only until they have been successfully delivered to a consumer, and then deleted. On the other hand, databases typically store data indefinitely until it is explicitly deleted. For the purposes of this taxonomy, the exact persistence characteristics of a system are not crucial, although many of the systems we discuss later lean more towards the database-like, long-term-storage end of the spectrum.

### 2.2 Windowing in stream processing

Zooming in on the systems that provide both persistence and notifications, we can further differentiate them by examining the kind of logic that can be performed in response to an event. The very simplest stream processors use stateless operators, in which every event can be processed independently of any other event, based only on the information in that event (for example, selecting events where a certain property of the event falls within some set of values). However, stateless processing is rarely sufficient, and most interesting applications also require event processing logic that combines information from several events: in database parlance, a join or grouping of events [12]. Events may be combined by aggregation (e.g. computing the count, sum, or average of some property of a set of events), by emitting compound events that include properties from several input events, or by more complex state machines that we discuss in Section 2.4.

Some stream processing systems are designed primarily for applications in which the events that need to be combined occur fairly close together in time. For example, a stock trading system may need to compute the minimum and maximum prices of an asset per hour or per day, or a fraud detection system may need to detect unusual patterns of recent activity on a customer’s credit card. Such operations are known as windowed joins or aggregations. Several types of window are in use (such as tumbling or sliding windows [2]), but they all have in common that they place a bound on the maximum time interval between any two events that may be combined; any events that are further apart in time than this bound are treated as unrelated [3]. Windowed processing often occurs in business analytics on streams, or in complex event processing [50].

On the other hand, some applications need to combine events that may lie arbitrarily far apart in time, and thus windowing is not applicable [15]. For example, imagine a Twitter-like social network in which there are three main types of event: posting a tweet (a message), following a user, and unfollowing a user. When a user logs in, they want to see tweets posted by the users they are following. In a SQL database, this query might be expressed as follows:

```
SELECT tweets.*
FROM tweets
JOIN follows ON follows.followee_id = tweets.sender_id
WHERE follows.follower_id = logged_in_user_id
ORDER BY tweets.send_timestamp DESC
LIMIT 1000
```

In an event-based system, a tweet-posting event corresponds to inserting a row into the tweets table, a follow event corresponds to inserting a row into the follows table, and an unfollow event corresponds to deleting a row from the follows table. However, it may well be that the user followed another user years ago, and thus finding the current list of people the user is following requires going back arbitrarily far in the stream of follow/unfollow events. The join therefore needs to be non-windowed.

The SQL query above is expensive to execute for users who follow many people, since it needs to look up the recent tweets by all followed people and merge them chronologically. For this reason, Twitter constructs a cache that contains the result of the query above for each user (this is known as the home timeline [42]). Keeping this cache up-to-date requires a stream processor that combines...
the tweet, follow, and unfollow events in order to incrementally maintain a materialized view of the query above.

When a user posts a tweet, the stream processor needs to find all the people who are following the sender and add the new tweet to their home timelines. When user \(A\) follows user \(B\), the stream processor needs to find recent tweets by \(B\) and merge them into \(A\)’s home timeline. When user \(A\) unfollows user \(B\), it needs to remove all tweets by \(B\) from \(A\)’s home timeline. Executing this stream join efficiently requires indexes that allow looking up the current set of followers for a given user, and the recent tweets for a given user.

### 2.3 Database replication and events

If we focus our attention on systems where the events are persistent notifications without windowing, we may notice a strong similarity to replication in database systems. The goal of replication is to have a copy of the same data on several different machines: that is, any two replicas converge to the same state, and all committed transactions are reflected in that state [14]. Viewed through the lens of event-based systems, we can treat every transaction that modifies the database as an update event, the execution of an update (i.e. reflecting the update in the database state) as the processing of that event, and the replication of data from one machine to another as the propagation of that event through the distributed system. Read-only transactions may or may not correspond to events, depending on the system.

In such a database system, the replication infrastructure ensures that every event corresponding to a committed transaction is eventually processed by every non-faulty replica. We can classify such replication systems into two broad categories: those that arrange the replication events into a log, and those that use some other replication mechanism (such as gossip protocols [47], anti-entropy [19], or clients independently updating several replicas [4]). The key properties of a log are that the events in it are totally ordered (i.e. all replicas observe the log entries in the same order), and it is append-only (i.e. if a replica observes log entry \(A\) immediately followed by log entry \(B\), then there will never be a log entry \(C\) that appears between \(A\) and \(B\) in the total order).

This append-only log is constructed either using a consensus protocol such as Raft [55] or Multi-Paxos [46], or by designating one replica as the leader (also known as master or primary) and all other replicas as followers (aka slaves or secondary replicas) [23]. In fact, most consensus protocols are essentially leader-based replication combined with an automatic mechanism for electing a new leader if the current leader fails [29]. The leader decides on the order in which events should be appended to the log, and all other replicas process the events in the order decided by the leader.

In many databases, the exact structure and content of the events in the log has traditionally been an implementation detail of the database system that is not exposed to applications. For example, several database systems use the *write-ahead log* (WAL) for replication, which consists of records indicating how the database’s on-disk data structures are changing; others use a separate replication log [28]. More recently, *change data capture* techniques have been developed to extract the data change events (rows inserted, updated, or deleted) from this log and make them available to applications via stream processing systems [1, 17].

### 2.4 State machine replication (SMR)

In WAL-based replication and change data capture, the primary data model used by the application is the database state that can be mutated by the application (e.g. by inserting, updating, or deleting rows in tables), and the data change events are generated automatically as a side-effect of these mutations. It is also possible to swap these roles, making the data change events the primary data model of the application, so that any state changes become a side-effect of processing those events [41]. This is the idea behind *state machine replication* (SMR) [59], and the closely related concept of *event sourcing* [20, 68]. My 2014 talk *Turning the database inside-out* [33] also helped popularise this idea.

In SMR and event sourcing, the application does not directly mutate the state of a database. Instead, the application defines a set of event types that may occur; whenever something happens, an event of the appropriate type is appended to an event log, and is thereafter immutable. (In SMR, an event is also known as a *command.*) All replicas subscribe to this event log, and each replica processes events in the order in which they appear in the log. The event processing function can use arbitrary logic to update the database state, as long as it is deterministic and it depends only on the current database state and the content of the event. Provided that each replica processes the same sequence of events in the same order, and each replica starts in the same initial state (e.g. an empty database), the deterministic event processing logic ensures that all replicas move through the same sequence of states and end up in the same final state [9, 59]. We can think of each replica as a state machine whose state is its copy of the database, and whose state transition function is the event processing function. Put another way, the database state is a materialised view onto the underlying event log [26].

An advantage of this approach is that well-designed events often capture the intent and meaning of operations better than events that are a mere side-effect of a state mutation [68]. For example, “student \(x\) cancelled their enrollment in course \(y\)” is a clear descriptive event, whereas “one row was deleted from the enrollments table, the available_places field of a course was incremented, and one row was added to the cancellation_reasons table” is much less clear and embeds a lot of irrelevant detail about the current database schema. An event log thus makes it easier for the people who work with a system to understand how it got into a particular state, which can help with audit and debugging [9].

Another advantage of an event log is that it can be replayed in order to rebuild the resulting database state. If the application developers wish to change the logic for processing an event, for example to change the resulting database schema or to fix a bug, they can set up a new replica, replay the existing event log using the new processing function, switch clients to reading from the new replica instead of the old one, and then decommission the old replica [34]. This sort of retroactive change in business logic is usually not possible in databases that rely on state mutation as their primary data model. Moreover, it is easy to maintain several different views onto the same underlying event log if needed. As long as the rate of updates is not too high, it is often feasible to retain the event log indefinitely and replay it occasionally as needed. In systems with a high event rate such replay may not be feasible.
Blockchains and distributed ledgers also use SMR, in which case the chain of blocks (and the transactions therein) constitutes the event log, the ledger (e.g. the balance of every account) is the resulting state, and smart contracts or the network’s built-in transaction processing logic are the state transition function [66].

The downside of the event sourcing/SMR approach is that it is less familiar to most application developers than mutable-state databases, and the level of indirection between the event log and the resulting database state adds complexity in some types of applications that are more easily expressed in terms of state mutations. In applications with a high rate of events, storing and replaying the log may be expensive.

If permanent deletion of records is required (e.g. to delete personal data in compliance with the GDPR right to be forgotten [62]), an immutable event log requires extra care. Proposed solutions include periodically rewriting the log to remove any records that need to be deleted, or encrypting personal data with a per-user key that can be deleted if that user requests deletion of their data: a record that cannot be decrypted is widely regarded as being equivalent to a deleted record [63]. If the state of other systems is derived from an event log, personal data can also be removed from those downstream systems by first deleting personal data from the log and then replaying the events.

### 2.5 Partially ordered events

Both WAL-based replication and SMR depend crucially on the assumptions that all replicas process events in exactly the same order. Within a single datacenter, this is a reasonable assumption, since leader-based replication and consensus protocols work well in this setting. However, if replicas are distributed across multiple geographic locations, or if the network between replicas is unreliable, constructing a log becomes expensive, since appending an event to the log requires at waiting least one network round-trip to the leader and/or a quorum of replicas. In the extreme case, if we want a replica to be able to generate and process events even while it is completely disconnected from all other replicas (a system that is “available” and “partition-tolerant” in the sense of the CAP theorem [21]), the assumption of a totally ordered log becomes impossible to satisfy [13, 18].

In a system that allows disconnected operation, the strongest order we can guarantee is a causal order [5]. This is a partial order, in contrast to the total order of a log. In a causally ordered system, some events happen before other events [45], and those events are processed in the same order by all replicas. However, other events may be concurrent, which means that neither happened before the other; in this case, different replicas may process those events in a different order [10]. A partially ordered form of replication is also known as optimistic replication [58].

Since replicas are not guaranteed to process events in the same order, deterministic event processing is no longer sufficient to ensure that replicas end up in the same state. However, in some applications it is possible to ensure that whenever two events are concurrent, processing them is commutative (for example, adding numbers); in this case, the nondeterministic order of processing is no problem, and the replicas can nevertheless converge. Section 2.6 expands on this idea.

In a partially ordered system it is still possible to enforce a total order on events after the fact, as illustrated in Figure 2. We do this by attaching a logical timestamp to each event; Lamport timestamps [45] are a common choice. These timestamps consist of a counter, which is incremented for every event, together with the globally unique ID of the replica that generated the event. In Figure 2, two replicas initially have the same two events $a$ and $b$ with timestamps $(1, A)$ and $(2, A)$ respectively. During a period when the two replicas are disconnected from each other, replica $A$ generates two events $c$ and $d$ with timestamps $(3, A)$ and $(4, A)$ respectively, while concurrently replica $B$ generates events $x$ and $y$ with timestamps $(3, B)$ and $(4, B)$. After connectivity is restored, the replicas learn about each others’ events, and merge them into a total order. This order is defined by first sorting events by the counter portion of their timestamps, and then breaking ties by sorting by replica ID (here we assume $A < B$).

Timestamp ordering produces a totally ordered sequence of events, but it is not a log, because new events are not always appended to the end. In Figure 2, when replica $B$ receives event $c$ from

---

**Figure 2:** Obtaining a total order on events using Lamport timestamps, which are $(counter, replicaID)$ pairs. Two events with the same counter are ordered by replicaID; here we assume that $A < B$. 

---

Replica $A$: 

$$
\begin{array}{c}
\text{append events } c, d \\
(1, A) \quad (2, A) \\
\end{array}
\rightarrow
\begin{array}{c}
\text{(1, A) (2, A) (3, A) (4, A)} \\
\end{array}
$$

Replica $B$: 

$$
\begin{array}{c}
\text{append events } x, y \\
(1, A) \quad (2, A) \\
\end{array}
\rightarrow
\begin{array}{c}
\text{(1, A) (2, A) (3, A) (3, B) (4, A) (4, B)} \\
\end{array}
$$

---

In a system that allows disconnected operation, the strongest order we can guarantee is a causal order [5]. This is a partial order, in contrast to the total order of a log. In a causally ordered system, some events happen before other events [45], and those events are processed in the same order by all replicas. However, other events may be concurrent, which means that neither happened before the other; in this case, different replicas may process those events in a different order [10]. A partially ordered form of replication is also known as optimistic replication [58].

Since replicas are not guaranteed to process events in the same order, deterministic event processing is no longer sufficient to ensure that replicas end up in the same state. However, in some applications it is possible to ensure that whenever two events are concurrent, processing them is commutative (for example, adding numbers); in this case, the nondeterministic order of processing is no problem, and the replicas can nevertheless converge. Section 2.6 expands on this idea.

In a partially ordered system it is still possible to enforce a total order on events after the fact, as illustrated in Figure 2. We do this by attaching a logical timestamp to each event; Lamport timestamps [45] are a common choice. These timestamps consist of a counter, which is incremented for every event, together with the globally unique ID of the replica that generated the event. In Figure 2, two replicas initially have the same two events $a$ and $b$ with timestamps $(1, A)$ and $(2, A)$ respectively. During a period when the two replicas are disconnected from each other, replica $A$ generates two events $c$ and $d$ with timestamps $(3, A)$ and $(4, A)$ respectively, while concurrently replica $B$ generates events $x$ and $y$ with timestamps $(3, B)$ and $(4, B)$. After connectivity is restored, the replicas learn about each others’ events, and merge them into a total order. This order is defined by first sorting events by the counter portion of their timestamps, and then breaking ties by sorting by replica ID (here we assume $A < B$).

Timestamp ordering produces a totally ordered sequence of events, but it is not a log, because new events are not always appended to the end. In Figure 2, when replica $B$ receives event $c$ from
A, it must insert c ahead of its existing events x and y in its event sequence. Similarly, replica A must insert x between its existing events c and d. In SMR, the total order of events is fixed as soon as an event is processed, but with timestamp ordering, the order may need to be revised as more events are received from other replicas.

It is nevertheless possible to use timestamp-ordered events in an SMR-like approach: that is, to use a deterministic function to apply events one by one to the current replica state in timestamp order. Assuming every replica eventually receives every event, all replicas will eventually have the same timestamp-ordered sequence of events, and thus all replicas will go through the same sequence of states and end up in the same state. However, when a replica processes events out of timestamp order (inserting an event somewhere in the middle of the timestamp-ordered sequence), it must be able to roll back the replica state to the state at the time corresponding to the insertion point, apply the new event, and then replay the events whose timestamps are greater than that of the new event [64]. This approach is known as time warp [31].

The cost of this rollback-and-replay process depends on the degree to which events are received out-of-order. If the replicas receive most events in ascending timestamp order, and they only occasionally need to reorder the most recent couple of events, the cost can be modest [43]. On the other hand, if replicas might generate large numbers of events while disconnected from each other, the cost of merging n events into a linear sequence may become as great as $O(n^2)$. Moreover, if processing an event may have external side-effects besides updating a replica state – for example, if it may trigger an email to be sent – then the time warp approach requires some way of undoing or compensating for those side-effects in the case where a previously processed event is affected by a late-arriving event with an earlier timestamp. It is not possible to un-send an email once it has been sent, but it is possible to send a follow-up email with a correction, if necessary. If the possibility of such corrections is unacceptable, optimistic replication cannot be used, and SMR or another strongly consistent approach must be used instead. In many business systems, corrections or apologies arise from the regular course of business anyway [27], so maybe occasional corrections due to out-of-order events are also acceptable in practice.

### 2.6 Conflict-free Replicated Data Types (CRDTs)

In the time warp approach, like in SMR and event sourcing, the events are the primary data model for the application, and the replica state is derived from the events. Similarly to Section 2.4, we can also choose to swap these roles, so that the mutable replica state is the application’s primary data model, and the events are generated automatically as a side-effect of mutating this state. If we take the mutable-state approach in the context of a partially ordered system, we obtain a technique called Conflict-free Replicated Data Types or CRDTs [60].

CRDTs have been defined for a number of common abstract data types: sets, maps, lists, trees, graphs, and so on [61]. Applications may mutate these structures through the operations provided by the data type’s interface: for example, a set or a list can be mutated by inserting or deleting elements; a map can be mutated by assigning a value to a key or by deleting a key-value pair. These mutations can take place even while a replica is disconnected from the rest of the system.

In operation-based CRDTs, the CRDT algorithm tracks any mutations to a data object and generates events (usually called operations) describing the changes. These events are partially ordered; causal ordering, like in Section 2.5, is a common choice [22]. When a replica receives an event generated by another replica, it invokes the CRDT algorithm to update its state. This algorithm is carefully designed such that applying concurrent events is commutative: that is, the final state is the same, regardless of the order in which a replica applies a set of concurrent events. By relying on commutativity, CRDTs ensure that replicas converge to a consistent state, without requiring that all replicas process events in the same order.

Many CRDT algorithms have behaviour that can equivalently be expressed in the time warp model [37]. However, CRDTs have the advantage that they usually do not require the rollback-and-replay process of time warp, so they can offer higher performance [57]. The state mutation model of CRDTs is a good fit for applications where the users are able to more or less directly manipulate the state in question: for example, in a text editor, users can insert or delete text anywhere in the document; and in graphics editing software, users can create, delete, move, or modify graphical objects anywhere within the picture. In such applications, the level of indirection provided by event sourcing is not needed, since the events would only express low-level state updates anyway (e.g. "insert character A at position x").

A disadvantage of CRDTs is that they support only the predefined operations offered by the data type’s interface: for example, while list CRDTs allow elements to be inserted or deleted, most do not have good support for reordering list items [35]. In contrast, the time warp model allows any deterministic, pure function to be used for processing events, making it more flexible.

### 3 Practical Examples

In this section I offer a personal perspective by briefly discussing practical applications of the models from Section 2. I draw examples from two areas I have directly worked on: stream processing with Apache Kafka and related tools, and collaboration software that allows several people to work together on a shared document.

#### 3.1 The Kafka Ecosystem

Apache Kafka is a publish/subscribe message broker based on event logs [41, 67]. It is widely used in enterprises where some teams want to publish streams of events relating to their business operations, and other teams want to subscribe to and process those event streams [40]. The Kafka ecosystem includes stream processing frameworks (Kafka Streams, Flink [12], Samza [38, 54]), a SQL-based stream query engine (ksqlDB), and tools for change data capture that obtain event streams from external systems such as databases (Kafka Connect, Debezium [1]). Kafka-based stream processors are used for both windowed and non-windowed processing.

Every event in Kafka belongs to a topic, and subscribers choose which topics to listen to. For scalability reasons, Kafka provides not just one log; every topic consists of a configurable number of separate logs (called partitions or shards). All events within a
given partition are totally ordered. This partitioning design has the advantage that different partitions can be handled by different nodes without requiring coordination; it has the disadvantage that there is no defined ordering of events across different partitions.

Therefore, when Kafka is used in an event sourcing/SMR style, we have to either use a single partition (limiting the scalability of the system), or break the state of the system into independent partitions to match the partitioning of the event logs. For example, if the state can be broken up by entity (so that each event relates to one entity, and the state of an entity is determined only by the events relating to that entity), then we can ensure that all events relating to the same entity are placed into the same partition. Each event log partition can then be processed independently to obtain the state for the entities within that partition.

The situation is more complicated if the system cannot be neatly broken down into separate partitions: for example, if one event may relate to multiple entities (e.g. it represents the transfer of money from one entity to another), then it is no longer sufficient to process the events in each partition independently. **Online event processing** (OLEP) [36] is an approach for handling such multi-partition interactions by breaking them down into multiple stream processing stages.

In some applications, an event needs to be checked against the current state of the system to determine whether it is allowed. For example, an event representing the booking of a seat in a theatre may be allowed only if that seat is not already taken. In a mutable-state database model, such a validation would be performed by a transaction that first reads the current state of the database (whether the seat is available), and then atomically writes its update only if the check succeeded. Kafka does not natively support such validations, but it is possible to implement them using a two-stage stream processing pipeline: an initial event represents only the intention to perform a certain action; then a stream processor joins that event with the current state to determine whether the action is permitted, and if so, emits a new event to a stream of validated events [36].

3.2 Local-first Collaboration Software

Over the past several years, my collaborators and I have been working on new foundations for collaboration software, that is, applications that allow several users to collaboratively modify a shared file. The file could be a text document, a drawing, a spreadsheet, a to-do list, or many other types of data. Software that runs on mobile devices needs to work offline: for example, you should be able to add an item to your to-do list even if your phone currently has no cellular data coverage. It is therefore clear that this type of application operates in the partially ordered, non-windowed, persistent part of the taxonomy.

More specifically, we are designing this software according to the **local-first** approach [39], in which every end-user device from which a user accesses their data is treated as a full-fledged replica using its local on-device storage. When a user modifies their data, they immediately update the replica on their local device, even if it is offline, and any updates are synced to the replicas on other devices the next time a network connection is available.

We use CRDTs to implement this approach, and thus the events describing data updates are generated by the CRDT algorithm as a side-effect of a mutation of a replica’s state. As explained in Section 2.6, this model is a good fit for collaboration software where user input takes the form of state mutations. To this end we have developed a CRDT library called Automerge, which provides a JSON data model. This data model is sufficient for implementing a variety of applications [25, 39].

CRDT-generated events also serve as notification that a document has changed, which enables real-time collaboration among several users editing the same document. We handle such events using a functional reactive programming model illustrated in Figure 3. The current state of the user’s application is represented as an Automerge CRDT data structure. A rendering function takes this data structure and translates it into the corresponding user interface elements that should be displayed on screen [25]. In web

1https://github.com/automerge/automerge

---

Figure 3: A functional reactive programming model for local user input and collaboration with remote users. Figure from [25].
applications, Facebook’s React\(^2\) is a popular library for performing this kind of rendering.

The rendered user interface has attached event handlers that are called when the user interacts with the respective user interface elements (these events are ephemeral). When such an event handler is called, it does not update the user interface directly, but rather it mutates the Automerge CRDT state to reflect the user input, and then the rendering function is called again to update the user interface. This functional reactive programming model makes the software easy to reason about, because data flows only one way: the user interface state is always derived from the Automerge state, not the other way around.

When a user thus mutates the Automerge state, the CRDT generates a change event, persists it locally, and uses a messaging middleware or sync protocol to send it to all other devices that have a replica of that document. When a replica receives such an event from a remote user, it uses the CRDT logic to update the local Automerge state, and then calls the rendering function in exactly the same way as it does for a change made by the local user. Using the same code paths and data flows for real-time collaboration as for local user input significantly simplifies the programming model. This approach is discussed in more detail in our paper on PushPin [25], one of our local-first software prototypes.

The change events generated by the CRDT represent the editing history of the document; we can think of these events as being similar to commits in a Git commit history. Persisting these events provides useful capabilities: we can reconstruct the state of the document at any past moment in time, and compute the differences between versions of the document to visualise the change history. We can also support collaboration workflows in which one user suggests changes to a document and another user can accept or reject the changes: in Git terms, one user can create a branch (a set of commits that are not yet part of the main document version), and another user can choose whether to merge it. Any number of branches can exist at the same time, and users can tentatively combine them to see what the document state would be if the branches were merged. Enabling such advanced workflows is a direct consequence of representing the application state as a partially ordered set of change events.

4.2 Data Model Changes

A challenge in many event-based systems is how to handle changes in the schema or data format [56]. The problem is especially pronounced in systems where we cannot guarantee that all replicas are running the same version of the software. For example, in applications that run on end-users’ devices, it is up to the user to decide when to install a software update; thus, a user who is hesitant to install updates may be running a much older version of an application than a user who always installs the latest version. Nevertheless, those users should be able to interoperate as much as possible, which means that any data format changes must be both forward and backward compatible. The challenge becomes even greater if users are able to customise the software they are running, e.g. through end-user programming [30].

In systems that are based on immutable data, one promising approach is to use bidirectional functions (lenses) to convert between different versions of a data model, which allows different replicas to use different state representations while still being able to interoperate [49]. Open questions include how far this type of conversion can extend, how to support a range of different data models, how to make this programming model more accessible to application developers, and how to make it efficient.

I will close by outlining some open questions and challenges for future research.
4.3 Data Change Notifications Everywhere

There is growing commercial interest in systems that perform materialized view maintenance on top of event streams: startups in this area include Materialize³ (based on differential dataflow [51]), RelationalAI⁴ and Event Store.⁵ A common thread in these efforts is wanting to provide a higher-level programming model with strong semantics, whereas the Kafka ecosystem has generally prioritised low-level work on scalability and fault tolerance [11].

Despite this progress, the core issues I raised in Turning the database inside-out in 2014 [33] are still unsolved. Most application logic is still executed in a request-response model: when the application receives a request, it queries a database and returns the result as of that point in time, but the client cannot subscribe to be notified whenever the query result changes (other than by making repeated requests, i.e. polling, which is slow and inefficient). Incrementally maintained materialized views offer the potential to replace the request-response paradigm with a publish-subscribe paradigm, where a client can obtain not only the current state of some resource, but also subscribe to a stream of events that provide a low-latency notification whenever that state changes.

Our use of FRP for collaboration software (Section 3.2) is one instantiation of this idea in the context of application software running on the end user’s device. However, we are yet to see a comparable change in the architecture of today’s cloud-based service-oriented/microservices systems. Changing this status quo requires innovations both in the programming model (how do application developers express how the state of a system must change as a result of underlying events?) and in the execution (how does the system efficiently implement these operations?). Incrementally maintained materializations of SQL queries (such as the example in Section 2.2) are a good start, but more is needed to fully realise this vision, such as incorporating arbitrary business logic into the view materialization process.
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